
"hey anna, long time. where've you been?" "writing python"

	 I've worked for HEAnet forever, but the job's changed a lot. I spent a 
while doing the network stuff; then I project managed the big changes to 
network stuff; and for a while I was service desk manager so talking to clients 
about the stuff that was happening.

	 Then I disappeared for a bit. This is because I looked around, and i 
wanted to work on the stuff that helps us to deliver the network stuff. I saw the 
tools software developers had, and wanted to bring them to the network. 
Things like continuous integration, which lets us make more changes, more 
frequently, with lower risk than before.

[BUILD]

	 And an enormous part of that is how you provision, and de-provision, 
your equipment and your services. To do this, we have two problems to solve.

The first problem to solve is: do you buy a provisioning and orchestration 
system from a vendor, or do you try to build your own?

* Where we found ourselves when we last made this journey in 2016. Replaced 
every piece of hardware in the network, ≈250 devices.


	 Bought an inventory system and an integrated service provisioning tool 
from the hardware vendor.

	 Worked well. But we spent lots of time customising the system to build 
services the way we wanted them, as fits our business.

	 And we had to build a whole separate application to integrate it with our 
DNS & monitoring systems

	 In 2023 we were notified that the tool we were using would be EOL by 



2025. Ok, two years to plan.

	 Then a few months later we discovered that upgrading our router OS ... 
broke the provisioning tool.

	 What do we do?

networks team in the meantime are getting by with Ansible playbooks and 
YAML files in git.

With a bit of CI, it works okay, but no one wants to be a Senior YAML engineer.

choices:

    * implementing own solution

        * software is hard

        * software dev's not our org's primary expertise

        * and you're doing more of it every time you get a new vendor or device

    * using vendor tools

        * very little cross platform

        * it's a treadmill, as we just found out - on someone else's timeline

        * $$$$$$$$ - quotes from €100k to well over half a million

	 * AND YOU STILL HAVE TO SPEND LOTS OF TIME BUILDING ANYWAY


    * software isn't THAT hard... is it?



Let's go climb a mountain 

I'm Anna Wilson, and this is HEAnet's automation journey


Something really important is that we're not starting from scratch.

	 We need an orchestrator, something that would let us manage all the 
parts of provisioning and deprovisioning in a coordinated way.


Last year we found that there is a really good open source product we could 
start with.

	 SURF, ESnet and GÉANT developed workflow orchestrator. decent fit. I'll 
get into its details in a moment, but the most important thing...

we need to work out our own products, and wire up our existing tools (e.g. 
ansible)

it's STILL a TON of work


and that's only the first problem

	 Remember I said there were two problems?

	 the second problem...



The unit of currency in HEAnet is the Project. That's how you measure time and 
get resources.

	 This is in our DNA; our whole history is in carefully deploying precisely 
specified infrastructure with static, inflexible amounts of money. this is what 
we're good at.

	 How do you manage a software project in this environment?

* To get there, let me tell you about the thing we're trying to build here

Workflow Orchestrator has the concept of products.

	 Things that you manipulate.

	 They can be nodes or ports, or things like point-to-point circuits, or even 
LIR assignments.

	 You go to create an instance of a product, you get a thing called a subscr	
iption. So let's do that.



You go to create one of these, and you get a form with the details needed.

	 This is based on how you defined your product in the first place.

It's pulling in things like lists of valid ports from your inventory management 
system, or stuff like that.


In our case, each of these fields is fetching a list of available ports from Netbox, 
our single source of truth, and letting the user select one. So later we’ll send 
this data back to Netbox to create a pseudowire, but in the meantime we’re 
pulling data from it too.


This is the big shift from manually editing variables in text files or device configs. 
It's how we move away from the "Senior YAML Engineer" problem, which isn't 
just tedious, it's error prone.

Then once it has all the info it needs, it kicks off the workflow.

	 How does that make changes?

	 WFO doesn't directly talk to your routers. If you're using NSO, or you're 
using ansible, or something else, you write a step for every action you need to 
happen, in a given order.


Nice green ticks when they've succeeded.



If something goes wrong with a step, that's ok. Say your PowerDNS API isn't 
responding, or the zone doesn't exist yet or something.

	 Just like an engineer working manually, the workflow stops, you can 
troubleshoot, and then resume from the same step once that problem is solved


What is a step?

	 It's just a python function.

	 It takes the state of the subscription as input, performs whatever actions, 
and returns the updated state.


So most of what we're doing is designing our products, and then writing our 
workflows.


How do we keep track of that?

By making a lot of mistakes

Agile-ish approach still worked really well!

        * We set up smart things at the start [screenshot: issue boards, merge 
requests]

        * A non-dev could look at our issue boards and see the actual, live, state of 
the project

        * Put effort into making docker etc work so we could all work on 
independent systems (this is non obvious)

        * On a long scale, we have EXCELLENT visibility, and on a short scale, we 



have enough detail to prioritise sensibly

            * When we go the wrong direction, fairly quick to spot this and 
straightforward to course correct

...until we look outside our own bubble

But software dev is unpredictable (in both directions). This doesn't fit well in a 
time-bound project template.

	 I'll give you an example:      

	 We were ready to deliver A Thing in April.

	 We knew we're not going to reach this peak...

...but how about THIS peak?

	 We said, we can't get you everything in the project initiation document in 
time, but we can at least get something deployed that the team could start 
using.



But our unit of currency is The Project. That's what gets you resources. When 
you finish the project, those resources go elsewhere.

	 I really mean that this is our DNA. We specify what we want, and then 
hold the supplier to precisely that. The two tools we have in public procurement 
are the spec at the beginning, and the project completion (and therefore paying 
the invoice) at the end.

	 Some years ago, I talked here about disruption theory, which is the idea 
that the very things that make organisations successful can also, in some 
circumstances, be a weakness.

	 In this case, this means that the organisational incentives work AGAINST 
us delivering in stages, and toward a "big bang" -- which increases risk


Focus on deliverable features subtly discourages spending time on fundamentals

	 I'll give you an example. We spent the first few months just getting our heads around the 
concepts, and setting up how we were going to work.

	 Our team is one developer with decent network experience, a few network engineers and 
former network engineers with varying amounts of python experience, and a project manager who 
knows networks inside out but hadn't managed a software project before.

	 The team spent three days in Utrecht with SURF and GÉANT and that gave us an 
enormous head start.

	 We spent some time on fundamentals. Someone had already set up a server with an 
instance of the software, but I'm sworn off running individual servers at this point. I want 
everything i run to be immutable images created from version control.




	 So we spent some time finding our rhythm with gitlab - branches, merge requests, 
continuous integration and deployment

	 docker was really important - took time to get everyone used to it, but what we're 
developing on our laptops is REALLY CLOSE to what gets deployed

	 And we're also learning this software, its concepts, developing our picture of how we 
adapt it to our own environment. But from the outside, it looked like not much was happening.

	 Then we had what looked like a massive burst of activity from jan to apr; 
we had our basic fundamentals in place and could start working on features

	 We were still learning as we were going. unknown unknowns; we knew 
we were making mistakes that we would uncover later. thinking in an agile way - 
quick deployments, frequently re-evaluating priorities - but that wasn't giving 
the org what it wanted. what we've all been trained to work with.

	 So when we learned we wouldn't be commissioning in april, that also 
meant we didn't work on loading live data. 
	 Why bother if the data and platform are both gonna change?

	 Project stretched on from Apr, into May, through the summer, then into 
the autumn...

and it's only the last few weeks we've started loading live data

	 But loading live data has been SUPER illuminating and would probably 
have overall saved time if we'd done it earlier

	 It's uncovered a LOT of those unknown unknowns and made concrete 
some abstract decisions we had trouble with

	 Like I said, our unit of currency is the project. I don't know what yours is. 
It's probably something very different. But I know for a fact that your 



organisation has one, and if you're having trouble effecting change, there's a 
good chance that this is why.

	 So, it's taken us a year. What have we got out of that?

	 What's clear to me now, in a way it wasn't before, is that this isn't just 
about wiring Ansible and Netbox together. This is encoding your business 
model in a tool

	 That's a big deal

	 An issue we're dealing with now is that our networks team's picture of our 
clients is subtly different to our finance team's picture. And that's maybe not a 
big deal day to day, but when two clients merge, or when a client changes 
name (and I know how important it is to get name changes right) - suddenly 
these departments need to work in concert in a way we didn't really have to 
before.



Ends up rewarding not just the network, but the whole org

	 We're touching network, service desk, finance 

	 In some ways, we're finding out WHAT we know, coordinating our data 
between these departments

	 We're learning skills as an organisation about how to understand and 
implement our own business, not just faster, not just more consistently, but 
fundamentally better

	 We're even finding out things about the way that we do things, about 
what makes things legible across the organisation.


And if you can find out your unit of currency, your organisation can do this too


Thank you very much


Anna Wilson, HEAnet
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